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Abstract—In this paper, a systematic optimum design method
is introduced, which consists of the finite-element method (FEM),
design sensitivity analysis (DSA), and the steepest descent al-
gorithm. A waveguide-to-microstrip (W/G-to-M/S) probe-type
transition is designed by using the proposed method. In the FEM
as a full-wave analyzer, eigenvalue and eigenvector calculations in
the two-dimensional (2-D) FEM precedes the three-dimensional
(3-D) FEM, in order to terminate the W/G-to-M/S transition
model into an electrically small model. The analysis results of
this approach are compared with ones of a commercial FEM
software high-frequency structure simulator (HFSS). The total
derivative required in the steepest descent algorithm is calculated
numerically by the DSA based on the FEM. The additional time
needed for this proposed method is only one more calculation of a
sparse matrix equation. The return loss is chosen as the objective
function to be minimized, and the backshort length and probe
length are selected as the design variables in the transition design.
The proposed method gives a good convergence characteristic and
the optimized results show its usefulness.

I. INTRODUCTION

T HERE are many numerical methods based on full-wave
analysis. The main goals of these methods are to achieve

an optimum design of the given model. However, until now,
these methods have been used to avoid the fabrication and
performance evaluation phases of the intermediate products
preceding the final design. In this use, the designer should
change design parameters, depending on his or her experience,
until the desired performance is achieved. It is very difficult
even for an expert designer to do optimum design—especially
if the structure is complex to the extent that it requires a full-
wave analysis. This necessitates a systematic optimum design
method in which only choosing objective function and design
variables automatically gives an optimum design.

Extensive research of these schematic optimum designs
[1]–[5] is being conducted. This research could be classified
into two groups. One group includes the genetic algorithm
[2], simulated annealing method [3], and evolution strategy
[4], which uses the stochastic concepts in the direction-finding
procedure. This stochastic concept makes convergence very
slow and requires large amounts of the objective function
evaluation. This large amounts make this research group im-
practical, especially in the design requiring full-wave analysis,
even though it could get the global optimum. The other group
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uses the total derivative of the objective function with respect
to design variables. This paper follows this idea and uses
the steepest descent algorithm [6]. Since the relation between
the objective function and design variables is expressed as
an implicit function, the derivative required in this algorithm
cannot be done analytically. Therefore, the design sensitivity
analysis (DSA) is adopted.

The DSA is widely used in structural engineering [7]–[9]
and in electromagnetic mechanics [10]–[12]. However, there
is only a two-dimensional (2-D) application in microwave
device design, as shown in [13], [14]. In this paper, the
authors introduce a systematic design method which combines
the DSA, the finite-element method (FEM), and the steepest
descent algorithm for the three-dimensional (3-D) optimum
waveguide-to-microstrip transition design. For the hermetic
seal, the authors select probe-type transition as the model
among the several transitions [15]–[17]. The FEM which is
adopted as the full-wave analysis tool is preceded by the
analytic (for the waveguide part) and the numerical (for the
microstrip part) eigenvalue and eigenvector calculations in
the 2-D application, in order to terminate the waveguide-to-
microstrip (W/G-to-M/S) transition model into an electrically
small one.

II. FINITE-ELEMENT METHOD

The typical structure of waveguide-to-microstrip (W/G-to-
M/S) consists of the transition part, waveguide part, and
microstrip part, as shown in Fig. 1. The governing equation
is easily obtained from the Maxwell’s equation

(1)

With the assumption of time harmonic field and conven-
tion

(2)

is derived. By applying Galerkin’s method and simple vector
identities, the following weak form is obtained:

(3)

Equation (3) consists of volume and surface integral terms.
The edge element [18] is used, in order to use a divergence-
free condition and the ease of imposing boundary condition
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Fig. 1. W/G-to-M/S transition structure.

on it. The implementation of a volume integral with this
edge element is well known. However, in order to truncate
the analysis domain into the finite and smallest one, the
discreet choice is needed on the surface integral treatment [19].
In this paper, the eigenvalues (corresponding to propagating
constants) and eigenvectors are pre-calculated at surface
and in Fig. 1. Since is an empty rectangular waveguide,
those could be obtained analytically. Those at could be
also obtained through the 2-D FEM [20]. These pre-calculated
eigenvalues and eigenvectors could be combined through the
surface integral term in (3). The final matrix equation can be
expressed like (4) with the assumption that only one dominant
mode is impinged on :

(4)

In (4), , , and are the electric-field intensities
at edges in the volume inside, and on the surfacesand ,
respectively. The submatrices [21], [22] are given as follows:

(5)

(6)

(7)

(8)

For further detail, see [21], [22]. As expressed in (6)–(8),
the surface integral term in (3) can be implemented with
pre-calculated eigenvalues ( and ) and eigenvectors
( , , and ).

III. D ESIGN SENSITIVITY ANALYSIS

The FEM eventually makes the matrix equation like (4)
which can be rewritten as

(9)

where [number of state variable ( ) ] is
the global (reduced) stiffness matrix, [ 1] is the
load, [number of design variable ( ) 1] is the design
variable vector, and [ 1] is the state variable vector.

The design variable vector could be a shape, material
constants, or size. In the design problem, the object (cost)
function to be minimized could be expressed as a general form:

(10)

The (10) means the objective function is the implicit function
of design variables. Therefore, the total derivative with respect
to design could be given as the following equation:

(11)

where

and

...
...

...

Unlike the partial derivative terms in (11), the total derivative
of the state variable with respect to the design variable vector
is not easily obtained, since the relation between the state and
the design variables is implicit. However, by differentiating
both sides of (9), one obtains the following equation:

(12)

where

...
...

...

By putting (12) into (11), one can get the total derivative
equation

(13)

where denotes the constant with respect to design.
Equation (13) includes an inverse matrix calculation and

the direct calculation of the inverse of a large matrix requires



LEE AND ITOH: SYSTEMATIC OPTIMUM DESIGN OF WAVEGUIDE-TO-MICROSTRIP TRANSITION 805

a large amount of computation time. The introduction of the
adjoint variable vector ( ) defined as

(14)

can overcome this difficulty. By using the symmetry of stiff-
ness matrix, (14) can be rewritten as

(15)

Solving (15) gives the adjoint variable vector. By replacing
(13) with this calculated adjoint variable vector, the final total
derivative can be obtained:

(16)

As shown in (16), there are only partial derivatives. Therefore,
the additional computation to get the total derivative is to
calculate (15). Since (9) and (15) have the same stiffness
matrix, one can save the time for the making of the stiffness
matrix. Obtaining the total derivative through the DSA means
finding the direction to which the design variables have to
move to get the minimum value of the objective function. The
remaining part is how to update the design systematically.
In this step, the steepest descent algorithm is adopted. For
this algorithm, one defines the normalized direction vector
( ):

(17)

If one assumes that the objective function value is zero at
the updated design, one can get the useful equation with the
Taylor expansion:

(18)

By neglecting the higher order terms, one can get the step
length:

(19)

Since the higher order terms are neglected, one has to get to
the optimum point iteratively. With the step length and the nor-
malized direction, the design could be updated systematically:

(20)

The design procedure introduced in this paper with the FEM,
the DSA, and the steepest descent method is summarized in
Fig. 2.

Fig. 2. Design procedure of the proposed method.

IV. NUMERICAL RESULTS

The systematic design method introduced in this paper
is applied to a probe-type transition structure design. Fig. 3
shows the design model intended for use with the hermetic
seal. The specifications are shown in Table I. Due to the
fact that this structure has no curvilinear surface and the fact
that meshing is easy with the rectangular element, the authors
use the brick edge element. While the edge element causes
no spurious solution, it cannot guarantee the positive definite
stiffness matrix. Therefore, the authors use the preconditioning
quasiminimal residual (QMR) method as a large sparse matrix
solver. To verify the accuracy of the proposed FEM which
uses the precalculated 2-D eigenvalues and eigenvectors, the
return loss is calculated. The return loss atcan be defined
[22] as

(21)

where means Hermitian.
The results compared with a commercial FEM package,

high-frequency structure simulator (HFSS), are shown in
Fig. 4. For this analysis, the authors use 1600 brick edge
elements and 5786 edges, while HFSS uses 4228 tetrahedral
elements and 23 768 edges. As shown in Fig. 4, the graphs
closely correlate.

In this type transition, the backshort location and probe
length are important factors for broad-band applications [23].
However, for the test of the DSA, only one parameter [the
back short length ()] is selected as the design variable first.
The authors define the as the objective function to be
minimized. Then the objective function () can be expressed
with respect to (21) as

(22)
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(a) (b)

(c)

Fig. 3. (a) Probe type W/G-to-M/S transition. (b) Top view. (c) Side view.

Then the total derivative of the objective function with respect
to design variable is derived as

(23)

The total derivative expressed in terms of is

(24)

where * signifies the complex conjugate.
From the facts that and are defined on while the

design variable is inside the transition, the partial derivatives
involved with these two functions should be zero. This makes
(24) more simple:

(25)

And the adjoint variable vector is obtained from

(26)

Fig. 5 shows the objective function values and their sensitiv-
ities with varying backshort length at a fixed frequency of
40 GHz. As shown in Fig. 5, the objective function value
has its minimum between 35–40 mL. Therefore, the optimum
backshort length should be between these two values. Also,
the change of the sign of the sensitivity is observed in that
region. Farther from this region, the absolute value of the
sensitivity increases. Compared with the objective function
pattern in Fig. 5, this sensitivity characteristic is expected.
Fig. 6 shows the step lengths calculated by (19). It means,
for example, the shortback length () should move about 7
mL farther to get the optimum performance whenis 21.6
mL. Since the higher order terms in obtaining the step length
were neglected, one should do it iteratively. Fig. 7 gives the
convergence characteristics of the proposed design method. In
this case, the initial shortback length is chosen as 46.6 mL, and
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TABLE I
SPECIFICATIONS OF THE TRANSITION

Fig. 4. Analysis results from the proposed FEM and HFSS.

Fig. 5. Calculated sensitivity in the test model.

the design process is stopped if the calculated step length is
less than 1 mL. Therefore, convergence in the fourth iteration
as shown in Fig. 7 means the total number of large sparse
matrix calculation is 10. Fig. 7 also shows the improvement
of the return losses in dB from about 18 dB to about 27 dB.
For the real design, the backshort length and probe length as
design variables are selected, and are optimized at 45 GHz.
The convergence of design variables and objective function
are shown in Figs. 8 and 9. While the backshort length is

Fig. 6. Step length variation.

Fig. 7. Convergence characteristics of the test model.

changed considerably through the design process, the probe
length remains almost constant. This means the probe length
is not critical in this type of transition. is also improved
as shown in Fig. 9. Even though the transition was designed
at 45 GHz, the improvement of frequency response is also
obtained as shown in Fig. 10.

V. CONCLUSION

In this paper, a systematic design method is introduced. This
method consists of the FEM, the DSA, and the steepest descent
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Fig. 8. Convergence characteristics of design variables.

Fig. 9. Convergence of objective function.

Fig. 10. Comparison of optimized and initial transition.

method. The FEM with 2-D eigenvalues and eigenvectors
reduced the matrix size. The results applied to the W/G-

to-M/S transition analysis were compared with ones from
HFSS with both showing similar results. In order to get some
characteristics of the proposed method, only one parameter
(backshort length of W/G-to-M/S transition) was chosen as the
design variable first, and was minimized. The result gave
a good explanation about the proposed design method. After
testing, the backshort length and probe length were selected as
design variables. The optimum values were obtained and it was
found that the probe length is not critical. Even though only
a closed structure with two ports was dealt with in this paper,
this method could also be directly applied to other structures.
This proposed method could easily be expanded to a shape
design problem because there is no extra time needed for the
increase of the design variables. Since the DSA starts with a
matrix equation, replacing the FEM with other methods which
results in a matrix equation, can give other good systematic
design methods.
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